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Abstract 8 This paper presents an oveview of the
MobilityFirst network architecture, currently under
developmentas part of the NSF Future Internet Ar-
chitecture (FIA) program. The proposed architecture
is intended to directly address the challenges of wer
less access and mobility at scale,hile also providing
new services needed for emerginmobile Internet ap-
plication scenarios After briefly outlining the original
design goals of the project, we provide a discussion of
the main architectural concepts behind the network
design, identifying key features such as separation of
names from addresses, publikey based globally
unique identifiers (GUIDs) for named objects, global
name resolution service (GNRS) for dynamic binding
of names to addresses, storagmvare routing and late
binding, content- and contextaware services, optional
in-network compute layer, and so on. This is followed
by an outline of the MobilityFirst protocol stack as a
whole along with an explanation of how the protocol
works at enduser devices and inside network routers.
Examples of specific advanced services supported by
the protocol stack, including multi-homing, mobility
with disconnection, and content retrieval/caching are
given for illustration.  Further design details of two
key protocol components, the GNRS nameesolution
service and the GSTAR routing protocol, are given
along with sample results from evaluationIn conclu-
sion, abrief description of an ongoing multisite expe-
imental proof-of-concept deployment of the Mobili-
tyFirst protocol stack on the GENI tesbed is provid-
ed.

Keywords- Future Internet architecture mobile
networks name resolution, storagevare routing,
GENI prototyping.

1. INTRODUCTION

The MobilityFirst architecture described in thiap
peris founded on the premise that the Internefis a
proaching an historic inflection point, with mobile
platforms and applications poised to replace the
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fixed-host/server model that has dominated the |
ternet énce its inception. With over Billion cellu-

lar mobile devices in worldwide use today, it is a
ticipated that by 2015, mobile data devices wilf-si
nificantly outnumber fixed hosts on the Internet.
This predictable, yet fundamental, shift presents a
unique opportunity to design and develop a next
generation Internet architecture in which mobiée d
vices, mobile applications, and the consequent
changes in service, trustworthiness, and management
are primary drivers of a new architecture. Qlo-
bilityFirst architecture, while inspired by this histo

ic shift, is nonetheless informed by research and e
periencewi t h t odayds | ntefrnet
fers significant benefits to wired networks and users
as well.

Why should mobility nmome
plate a cleasslate redesign of the Internet archite
ture? The simple answer to this is the fact that
number of mobile devices and their traffic arevgro

ing at a remarkable exponential rate and are poised
to surpass all other Internet traffic in just a few
years. To quote from a recent Cisco white paper [1],
fiTraffic from wireless devices will exceeiffic

from wired devices by 2014. In 2016, wired devices
will account for 39 percent of IP traffic, while Wi

and mobile devices will account for 61 percent of IP
trafico These numbers confi
what i s
This will inevitably drive a gradual conkgence of
cellular networks with the Internet both in terms of
business models and technical standards. The cha
lenge for network architects is to effectively merge
two very different network designinto a urfied
network architecture that efficiently supports billions
of portable devices running new classes of mobility
applications in a trustworthy manner.Looking
ahead another 5 years to ~2020, the mobile Internet
will not be limited to cellular, butvill also include a
variety of wireless sensor, machittemachine

rm
popularly nkreowretas
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(M2M), smart grid and vehicular (V2V) scenarios ments. An overview of theMobilityFirst architec-
associated with integration of physical world agvar ture is given along with a discussion of the keg-fe
ness and control into Internet ajmaltions [2]. Such tures of the proposed protocol stack. This is fo
Aipervasi veo o eessfseebariog pasea o vosvéd bywain explanation of how the protocol works
additional architectural challenges, for exampld-dea  at endpoints and atwork routers, with examples of
ing with frequent disconm#ons, energy constraints specific services such as mobility, mi#ioming and

or providing strong security for retime control content retrieval.Next we providea brief discussion
applications. in Sec 3 of some of thieey protocol components in

Our vision for a cleasslate redesign of the Internet the proposeo! archlte(_:tu,rarrgst notably the gIOFal q
isnottos mply #Afixd the <cur rn?arﬁ\et reo’u%op ée.nf"t?‘(a% ?} %ng ge@eorqlz?
(IP) with a better and more secure design, but to use storageaware routing TAR) ‘routing protocal.
this opportunity to fundamentally +&valuate the Finally, Sec 4 provides a status L_deate on ongoing
purpose, functionality and trustworthiness of the proof-of-concept prototyping activities - using _the
network in the alimportant context of mobility e GENI (Global Environment for Network Innovation)

rywhere.Although the current Internet protocol suite testbed as the piform[16].

has been remarkably successful for several decades, 2. MoBILITY FIRSTARCHITECTURE
it was designed for endser services and technology
assumptions that are not watlatched to mobile
devices. For example, IP address assignments are
designedo be statiddentifiers of network location
and TCP assumes a contemporaneoust@edd
path- assumptions often violated in mobile scenar
0s. Today, the cellular network has become the first
point of attachment for many mobile devicésw-

ever, this a&cess nevork is based on an addressing
and transport arétecture derived from circuit
switched technologies, requiring the use of service
gateways for bridging cellar services to the Inte

net.

2.1 Design goalsThe MobilityFirst architecture is
centered around two fundamental goaisbility and
trustworthiness The mechanisms used to realize
these higHevel goals in MobilityFirst are also un
tually ranforcing, i.e., some of the mechanisms used
to improve mobility also enhance trustworthiness.
To appreciate this point, we begin witHist of the
high-level design goals that drive the design af-M
bilityFirst (and that are not adequately met by the
current Internet):

1) Seamless host and network mobilifhe a-
chitecture should seamlessly support mobile devices
as well as networks at scale. Mobility and thespre
ence of wireless links should be considered the
norm. In contrast, the current Internet is priitya
designed with tethered hosts in mind, e.g., andP a
dress is used to identify a host/interface as well as its
network location. This makes it cumbersome tp-su

connection tolerandelivery, content caching or ¢o pho r .t mo b”' I utlu'y . ( WE € nh ?. host
textaware multicas) that are not well matched to changing) as well as multioming (whena host is

todaybés architecturergen %n;n tﬁ‘”?oys'y rat@%{]%dit(? @ultlrgeurgeQNQ{Kﬁloco vV e
lays and/or protocol gateways. Widespread use of 1ons).
overlays can fragment the Internatd multiple g-
plicationspecific domains, reducing netwegkfect

Although cellular IP gatewaysmay be a workable

sdution in the short run, there are significant seal

bility, performance, management, and securityopro
lems when bridging two architecturally different
networks. Furthermore new services (such afis-

2) No single root of trust The architecture
should not require a single global root of trust. In

benefits for both developers and arskrs alike contrast, the current Internet has a single authority
Therfore, we envision a future Internet architecture (ICANN) that must be trusted in order teliably

that supports mechialses od eovbitrac%%@F {gad?gs tloﬁ(IjF]zta}dcrlress[ﬁsR . hould
without the need fogateways or overlayshereby ) Intentional ‘data receipt Recelvers shou

enabling a variety of new services and applications havg the ability to control incoming traffic and, in
efficiently, securely, and at scale. particular, be able to refuse unwanted traffit. In

contrast, the current Internet largely treats receivers

. : . aspassive nodes that have little control over the tra
In Sec 2 thafollows, we firstidentify a set ofhigh- fic sent to them.

e e ool e Proponional obustnessh small number o
q compromised nodes must not be able to inflictsa di



proportionately large impact on the performance or
availability of the rest of the nodes.

5) Content addressabilityThe network should
facilitate content retrievdby allowing addressing of
content independent of its hosted location.

6) Evolvability. The architecture should allow
for rapid deployment of new network services.

Named devices, content, and context  Strong authentication, privacy &

s ¥
Human-readable
name ‘ 11001101011100100...0011
Public Key Based Global Identifier (GUID)
Service API:
unicast, multi-homing,
mcast, anycast, content

Routers with Integrated
Storage & Computing

Heterogeneous

End-Pointmobility ~ VIreess Access

with multi-homing

Edge-aware
Inter-domain

Global Name
Resolution Service
(GNRS) to bind Name
to Current Address

onnectionless
Network with hybrid
name/address routing

Network Mobility & ‘/— —)
Disconnected Mode —

d-hoc p2p mode
Fig. 1. Major design features of MobilityFirst architecture

2.2 Architecture Concepts: The architectural -
search conducted in this project started with the a
stract requirements outlined above and then densi
ered highlevel protocol design approaches towards
realizing thesegoals. TheMobilityFirst architecture
(shown in Figure Jthat emergedhrough gradual

consensus, which includes a system concept and a

set of protocol elementig centeredna new name
based swice layer which sems a s
wai st 0 @dol stack eThepnanahiased se
vice |l ayer uses the
identifiers (GUIDs) for network attached objects, a
single abstractiothatcovers a broad range ofroe
municating objects from a simple device such as a
smartphone, a pson, a group of devices/people,
content or even contexGUIDs are basicallypublic
keys assignedby a name certification service to the
networks objects and athe longlasting néwork-
level identifiers fortheseobjects The namebased
service layemusesthe GUIDs to botrenale mobil-
ty-centric serviceandalso to bethe crux of thear-
chitecturés security and trustwathy propeties.

Network servicesnvoked on messagewe defined
first and foremostby the source and destination
GUIDs, andnext, quite distinctly, by a service ide-
tifier (SID) that specifes the delivery mode such as
unicast (default),multicast, anycast, mutiomed
contentretrieval or contextbased message delivery.

t he- An
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For routing, ahybrid name/address based scheme is
used for scalbility, employing a fast global name
resolution service (GNRS) to dynamically bind the
destinationGUID to a current set of networkda
dresses (NAs). The GNRS8us formsa central fa-
ture of the mobility-centric architecture, enabling
ontthefly binding d names to routable addresses as
needed for dynamic mobility, disconnection or cloud
migration scenarios. Actual delivery of data through
the neéwork is based on hepy-hop transfer of large
data blockswhile leveragingin-network storage to
deal with lirk quality variations and disconcte®ns
due to mobility. The corresponding inti@nd inter
domain routing protocols used in the network have
new features such as edgetwork awareness and
late-binding (i.e., binding or rebinding of GUID to
NA(s) otherthan at the sourcedapabilities needed
to achieve the design goals. The overallggophy

of the design is thus back to the basics of packet
switching with hogby-hop routing of datéblocks,
which are entirely selfontained with authoritative
routing irformation, with a miimum of innetwork
state.

Some of the major design features of the architecture
are discussed further below:

Separation of Names and AddresseMobili-
tyFirst cleanly separates humesadable nameshe
correspondingglobally unique dentifiers, andthe
dynamicnetwork address locators. Inntast to the

Lvriery pternet, the humaeadable name can be

managed and assigned to a unique GUID by imult

c o n c ®lg hamg fertificatipry geryicegy (NEIsh Withopt ay n i ¢

global root of trust. No coordinatida required k-
tween NCS providers because the GUID space is
very large withnegligble probability of collisions
GUIDs assigned to m@ork objects are mapped to a
set of network addresses (NAs) or locators &orr
sponding to the current points dfachmen

Security based onVerifiable Globally Unique
Identifier: The GUID assigned by an NCS dke-
rived from apublic keythereby enablinguthentia-
tion and security services in the networReriving
the GUID as a cryptographic hash of a public key
alsoenales them to be setfertifying, i.e., authet
cating a node does not require an external authority
[5, 6].

Namebased Network Service APThe service
API in MobilityFirst is based on the names of source
and destination network objects, rather than an th
network addresses/interfaces. This allows us to



build abstract services involving mulibmed deg-
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to deliver data efficientlyo/from multiple edge rte

es, groups of objects, named content, etc. Because a works with very different properties, e.g. slow cell

single network object may consist of multiple devi
es or have multiple interfaces, the service alotitin

is inherently multicast in nature and is thus well
matched to the wireless environment.

Hybrid Name/Address Based Routinthe po-

lar vs. fast wired.

Hop-by-Hop Transport:The MobilityFirst proto-
col uses hofoy-hop (or segmerby-segment) tras
fer of large files between routers, with the entire file
received and stored at each node before sending on

posed architecture uses hybrid name/address based to the next hop7]. This approach makes it possible

routingto achievescalablity. The total name space
of attached ngvork odbjects isexpected to be on the
order of~10-100billion, while the number of unique
routable naworks is expected to be in the order of
millions, thus making it expednt to map GUIDs to
NAs and then route using NAs where available.
This approachiequires the existence of a global-se
vice (which we call the GNRS) thatymamically
maps GUIDs to NAs. Clearly, scale and speed of
the GNRS are critical design requirements for the
proposed approach to be viable for mobility services.

Mobile End Pointswith Multi-Homing: Our fu-
ture Internet design assumes the existence of billions
of mobile endpoints each of which traverses as
many as 100s of wireless access networks in a day.
In addition, mobile engboints will typically be mix
ti-homed devices withmultiple network interfaces
enabling simultaneousccess to multiple wireless
networks such as WiFi and cellular. Name based
message deliverywhere a single device GUID can
be used to address packets to any of a rhalmed
deviceds cur r eents,makes it pgo r k
sible to offer seamless mobility and mdtoming
services without the problems associated wih t
d a y 6netwdrking

Network Mobility, AdHoc and Disconnected
Modes: The MobilityFirst protocol stack is alsoeb
ing designed to support tweork mobility, i.e. miga-
tion of entire networks and not just epdints. In
addition, the network should support ad hocamnfr
structureless communication between mobile aevi
es in proximity (for example vehict®-vehicle)
without the need for a connem to the Internet.
Thus the name resolution and routing protocoks
designedto deal with periods of disconnection in a
robust manner.

StorageAware Intradomain and Edgéware
Inter-Domain Routing:MobilityFirst intra domain
routing protocols are d&gned to support inetwork
storage when necessary to overcome link quality
fluctuations and disconnection. In addition, the
global interdomain routing protocol needs to have

to implement storage and late binding functions at
routers, while also providing important performance
benefits (over conventional flows with etmend
trarsport) in complex wireless/mobile environments.

Optional innetwork computing servicesStorage
of messages/files at routers makes it possible+o i
troduce enhanced services via an optional computing
layer at the routers. This computing layer can be
invoked for certain GUIDs and SIDs, enablingdun
tions such as content caching, locataaare rot
ing, or contextaware message delivery. This feature
also offers a path for evolution of protocol functio
ality over time.

Name
Certification
Service (NCS)

Flexible name-based network service layer

+

Name-Based
Services
(mobility, mecast,
content, context,
M2M)

GlobalName +
Resolution Service
(GNRS)

Optional
Compute Layer
Plug-Ins

(cache, privacy, etc.)

Meta-level
Network Services

Hybrid GUID/NA
Global Routing

(Edge-aware, mobile,
Late binding, etc.)

Storage-Aware
& DTN Routing
(GSTAR)
in Edge Networks

Hop-by-Hop
Transport
(wibypass option)

Core Transport
Services

Pure connectionless packet switching with in-network storage

Fig. 2. Basic Protocol Building Blocks in MobilityFirst

The architecture outlined above can be realized with
the following basic protocol buildinglocks, sm-
marized in Figre 2. In addition to name certifie
tion services (NCS) shown at the top level, the- pr
tocol design involves twoistinct layers, the eta-
level network services layer responsible for realiz
tion of abstract nambased services and a core
transport services layer responsible for routing and
forwarding. Metdevel network services aremi
plementedasthree basic modusd the global name
resolution service (GNRS) which is a dibtried
service across the whole network, the ndrased
servicelayer as part of protocol stac&n all end
points and routers, and optional compute layer-plug

some degree of edge awareness because of the needNs at participating routers. Cotensport services
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are also implemeadasthree distinct modules the devices/hosts, M2M, content or context. There may
hybrid GUID/NA based global routing protocol, also be a network naming and trust service from
storageaware/DTN intradomain routing and hep which constituent networks obtain their GUIDs and
by-hop transport. build trust relationships with othgeer networks.

2.3 MobilityFirst Protocol Overview: o Server 1234 MediaFile A _ @ B Pt

Based on the considerations m#d in Setions 2.1 e s _apron L & =

and 2.2, we have developed an initial spezation L /& e

(v1.0) for the higHevel protocol architecture of the l / j l Spoaialized, l

network. Although the design is still evolving and Mo ement

detail is being added at each level, there is a general Noming | emeor | Comnt | Gomet [CUCR i
understanding of thpacket structure, major header Senics  [Senics |Sewics |Service Service

elements, primary protocol mechanisms (such as
name resolution and routing), service types amad m

jor security mechanisms. The reference Mebil GUID = 10101000111000... 100400000041 NA = hash(GUID)

tyFirst protocol stack as curréntdefined is shown Fig. 4: Multiple NCS providers in MobilityFirst

in Figure3. As mentioned eler, the protocol stack

is centeredon the GUID service layer which pf Next, consider how a message is sent from between

vides abstractions for nanimsed services. The two end points. As shown in kige 5, a host wik-
GUID service layer in the data plane is supportedby i ng t o send a message- to a

the GNRS in the control plane, while the routing vi ceso wi | | obt aiUD fronh e col
functions in the data plane asepported by intra either the NCS or the endser and then invoke the

and interdomain control protocols for rting. Note service API using a command suchsaad (GUID,

also he optional computeservices layer available options, @ta), where options can include service

above the GUID service layeNext aboveare mu+ features such as anycast, multicast, timed delivery

tiple endto-end transport protocol options which and so on. The host driver then prepares &iNo
provi de s ock e tssudhPasmilscast o r tykirst packetcwith GUID and SID in the header as

message delivery, delayed deliveand content e- shown. The GUID is then resolved through a GNRS
trieval. Applications are supped in the control lookup (either at the sending host or at the edge
plane by the name certification services which-pr router) tothe set of network addresses (NAs) @rr
vide GUIDs corresponding tthe humanreadable sponding to the current points of attexent of this
namesof named objects. abstract object, in this case NA99 and NA32. The
W . packet header aglly sent out by the host (or edge
et b 1“: ,,,,, - Sk g router) then cosists of a destination GUID, SID and
' I E2E TP1 ‘ E2E TP2 ‘ E2E TP3 ‘ E2E TP4 \ IISt Of NAS
' / pE— I \ Service AP| capabilities: . <«——— Register “John Smith22's devices” with NCS
i ! Oty o e, S T Ty
Revoien” S I o,grror(ws:ne&esta/lp o 'LE :76@555‘0““
"’{ GSTAR Routing ‘ MF Inter-Domain P from “"ei‘?”'/ 1 -/,,_, - e ‘L E
Control Protocol | L | L ] L i - P i \/w.y.\ RS
\ Hop-by-Hop Block Transfer s:;"'I"!:'r::‘“ i/ *‘;/ L= ﬁ:"‘l:rshl:"\?flii;erassoclauon)
i K] é MobilityFirst Network i
i Link Lay 1 Link Layer 2 Link Layer3 Link Layer & Link Layer 5 “ — - (Data F'Iane)
el B B Eea — : @,

Send (GUID = 11011..011, SID=01, dat
AN

T
Data Plane [
GUID <-> NA lookup. I ome
| GNRS query
|

Control Plane

GUID = 11011..011

Flg 3 M obiIityFirst Protocol Stack Send(GUID=11011..011.SIE“]‘=01.NA55. NA32, data) 5&':?;‘&:‘2“2‘?"\‘/";’;‘5
[ JTH ]
In order to understand how the protocol works in e
further detail, first consider how a name is converted Fig. 5: Steps in nessage delivery ween endpoints
into a GUID by the name certification service
(NCS). As shown in Figre 4, a number of spedia Routers in the network wilise the NAs (which can
ized NCS providers may catés name asignment be thought of as a f@Afast p

and trust management in different domains such as decisions, with multicast and copy functions added



in where appropriate to reach both NA99 and 32. If
a delivery failure occurs due to disconnection or
mobility, the packet is stodeinside the network and
the GNRS is periodically queried for a rebinding of
the GUID with NAs. Depending on policy, the
packet is either delivered to the new destination
within a certain amount of time, or discarded due to
time-out.

Consider next thections at a MobilityFirst router,
as shown in Figre 6. Each router in the network
has access to two kinds of routing takilesne that
maps the GUID to NAs (implemented as atual
DHT table as discussed later), and ottieat maps

the destination NAo a next hop or port number for
forwarding. From the figure, it is observed that
packets entering the network always have thei-dest
nation (and source) GUID attached to the protocol
data unit (PDU). There is also a service identifier
(SID) in the packeheader which indicates the type
of service required by the PDU including options
such as unicast, multicast, anycast, context delivery,
content query, etc. As explained earlier, there may
also be an optional list of NAs appended to the
GUID and SID in thepacket header.

Example of Functions at Branching Router for a Multicast Packet fo be delivered to NA99 and NA32

GUID —
{siow p

d forwarding

‘GUID-Address Mapping - virtual DHT table
GUID HA

11001..11[ NA99.32

GuID=

11001...11 NA Routing Table - stored physically at router ) .

DestNA_ |Mext Hop

NA9S NA11

Laok up NA-next hop table when:
- pkt header includes NAs
- valid NA to next hop entry

CTH o

Fig. 6: Hybrid GUID/NA packet processing at routers

When a list of resolved NAs corresponding to the
GUID is available, the router only needs to look up
the NA routing table as in a conventional IP rotiter
this is
router along the path has the option of resolving the
GUID again by querying the GNRISthis is the seo
cal | ed ftbatalbows fgr eelbinding to a new
set of NAOG6s that roflforhav
temporary disconnectio The GUID roting option
makes it possi bl e too-i
rithms where the decision on which NAs for routing
can be identified or modified while the PDU is in
transit. Of course, there is a higher cost for GUID

r efterpraetdh o0t of oa swa

mp 1
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lookups at routers due tatency and GNRS protocol
overhead, but this is incurred only once for large
protocol data units which may be ~1aNGB in
size. Note that both GUIDs and NAs in the arahite
ture are flat, i.e. no hierarchical stture is assumed.

MobilityFirst projectsand leverages the ready dvai
ability of sizeablein-network storagén future rout-
ers. Each router along the path has the option of
temporarily storing PDUs at routers instead af fo
warding towards the destination when poor link
quality or disconnectiois detected by the path dua
ity metric. PDUsthatare placed in temporary sto
age are scheduled for padic checks of path quality
and forwarded when appropriate. If thestdetion is
completely disconnected, the router will also peio
ically initiate GQNRS queries to determine the new
point of atachment if any. Also, a reliable hdyy-
hop transport protocol is used to deliver packets b
tween routers in contrast to the eeknd approach
used in TCP/IP.

Multihoming service example

1T o=
ﬁ I. DATA

GUID

Router bifurcates PDU to NA99 & NA32
(no GUID resolution needed)

NetAddr= NA99

NetAddr= NA32

GUID SID

Send data file to “John Smith22’s
faptop”, SID= 129 (multhoming —
all inferfaces)

Fig. 7: Support for dual-homing in MobilityFi rst routing

Beyond robust message delivery to mobiled-en
points, MobilityFirstembeds dlexible and extenis

ble innetwork service architecturevith particular
emphasis on multicasting and anycasting modes as
integral capabilities of the routing protocollhese
service fetures have been provided in response to
the needs of mobility apiglations that often care
more about the coAﬂext (e.g. device location ocfun
tion‘} fiah its network address. The GUID mech
nism outlined abovellws for context and coent
addressability with multicasting or anytiag to the
set of networktddrecfse§ arssoociated with a GUID

e(suc'h §saXis in New Brunswick ofiAc e 6 s _lapto

artlcula{Iy |n1r;]erlest|r1? yse Balsentpgajat is_difficult to
e Wi conyv
where a userds | apt op-

faces (such as WiFi and 3G) on separate accéss ne

al ddindd 91

may



works, and the service olgjeve is to deliver to at
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Other services such as locatibased messagerfo

least one of these interfaces based on a suitable cost warding can also be implemented in a similamma

metric. An example of how the praim works for
such a duahoming scenario is given in Rige7. In
this exampl e, t he
solved to two distinct network addresses corredpon
ing to the 3G and WiFi neorks that it is currently
connected to. The PDU carries baolese network
addresses and the network routing protocol @npl
ments a MmMmomgpatha@otype
where the original PDU is forwarded without dupl
cation as far as possibtefore bifurcatingcopying)

to both detinations.

Another service xample is given in Figre 8 above,
which shows the case with mobility and complete
disconnection of the end point. In this example, the
initial binding of the GUID is to NA99, but a deli
ery failure occurs at the edge network shown due to
destination dewie mobility. The protocol data unit
is then stored at the edge router and the GNRS is
periodically queried for the new NA, which later
turns out to be NA75. The packet is then updated to
include the new NA and then forwarded towards the
revised destinadin.
Store-and-forward mobility service example

GUID  NA99 > rebind to NATS

Delivery failure at NA99 due to device mability
Rou ically checks GNRS binding
when GNRS updates

GUID SID

Send gata file to “John Smith22's
laptop”, SID= 11 (unicast, mobile
delivery)

Fig. 8 Example of Mobile Service with Discanection

As final example, Figre 9 shows an enhancedrco
tent caching service using the optional compuye la
er. In this case, a mobile device wishing to retrieve
content simply makes a query such get (Con-
tent_GUID, SID=cacheservie + nearest The
GNRS resolves this to a set of NAs (NA 99, 31, 22
and 43) where the content is currently cached. The
access router then looks up the closest cache location
from the routing table and forwards the queryhe
applicable network (NA99). The caching router
which offers the enhanced service processes this
guery at the computing layer and then sends back the
requested content to the mobile device as shown.

GUE-D f

ner.

Enhanced service example — content delivery with in-network storage

5ID=128 (enhanced service)

Fig. 9: Example of an enhanced service (content chaing)
using the compute layer

3.NAME RESOLUTION& ROUTING

In this section, we briefly review two of the basic
protocol components needed to realize tobili-
tyFirst protocol stack outlined in Sec. 2, namely the
global name resolution service (GNRS) and the ge
eralized storagaware routing (GSTAR).

3.1 GNRS As discussed earlier, the GNRS is a
global service which provides the dynamic binding
betweena GUID (name) and its current netword-a
dress(es) or locators. There are two challenges in
this designi the first is the large scale with billions
of obects, and the second the low latencyre-
quirement £100 ms or lower}that could support
fine-grain mobility without disruption to application
flows. We are currently investigating tvadternative
approaches to this design: the first is based en in
network router distributed hash tadleHT [8,9]),

and the second uses distributed overlayservice
with locality-aware replication for each name and
paritioning across names so as to optimize latency
while respecting capacity constraintéd/e describe
here the first of these two schemes.

The router DHT method achieves scalabilityesyrolling
resources (&., roders) from networks across the
Internet and using global reachabilitgfdrmation
from an interdomain routing protocol to distribute
the GUID:NA mappings among such routers [10].
Consider how a Host A publishes its GUID:NA
mapping(s) to the GNRS i@ure 10). It sends a
GUID-insert message to the designated GNRS se
vice rouer in the local network. The service router
applies a predefined consistent hash function to the



GUID to derive a value X that is a valid network
identifier in the global networks
inte-domain routing tables are consulted to ensure
participation and reachability of network X. The i
sert message is then forwarded to the GNRS router
in network X. A second host B in the same orfa di
ferent network looking up host A s#ma GUID qe-

ry message to its local GNRS router which thdn fo
lows a similar hashing scheme to reach the service
router with the mapptitng
router DHT scheme can employ more than one hash
function at a time to achieve-teplicas for each
mapping. In an exaple instantiation of the router
DHT scheme, we raploy multiple SHA1 based
hash functions and use BGP as the Hd@main
routing protocol where the tveork namespace is the
set of IPv4 prefixes rmounced by ASs. Figure 10
illustrates he update and query execution with K=3
hash futions.

Global Prefix Table
Next-hop
addrass

Prefix As#

&8 1 8888

) Aaszaiss
/ /flﬂ-‘

67.10/16 55 67.10.1.1

44/8 10 443211

AS 55

) has21153)

Query (GUID =10)

g

Wants to contact A
Fig. 10: Overview of GNRS lookup

The GNRS scheme outlined above was evatlia
using an Internescale simulation model based on
the DIMES database of Algvel network topology
(with ~26000 ASs) and intekS latencies [11]. fg-

ure 11 shows the CDF of the query latency. Tde r
sults measure 100K queries to GUIDs distributed
across the ASs. The number of replicas, K, is varied
between 1 and 5 to study the impact on the key pe
formance metric of query response time. The effect
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of K can be clearly seen with the ti@hrd shift of

names p a c ethe re3pbnse time CDF curves with increase in K.

The 99" percentile of query latency for K=5 i®b
low ~100ms (typical handover delay incurred i ce
lular systems), thus enabling réahe mobility at
scale inMobilityFirst.

1

09 - L
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at86ms L : R R i

08 £ D K=1,95th%ile - S I n
907 "  at173ms
g ,
% 0.6 1
=3 T
S 05
5
5 04
@
hd
w03

0.2 i

---K=1
0.1 LK=3|
¢ : —K=5
0 i
10 100 1,000

Round-trip query response time (ms) (log scale)

Fig. 11: GNRS query response time

3.2 GSTAR Routing A major goal for ourintra-

domain routing protocolvas for it to seamlessly

span use iwvired/wireless access networks indilug

cellular, WiFi, vehicularand extremddTN scenair

os. More specifically,the protocoltargets thefol-

lowing features

1 Work well despite radio link quality flucétions
and congestion in the network

1 Disruptiontolerarce handle disconections and
partitions in the network

1 Leverage storage in routers to handle wireless
and mobile challenges

1 Works seamlessly ovdrybrid path segments of
wired and wireless nodes

Prior work on cachandforward (CNF) networks
introduced protocols capable of handling Hop
hop transport over varying link qualities byoaving
routers to make mmetwork decisionso temporarily
store data packetd2,13. Our approach is toxe
tend CNF, giving it a higher degree of delay
tolerance which is necessary in many mobile edge
networks. Furthermore, we have augmented the
original CNF routing and transport approaches to
allow for a more proactive backpressirased co-
gestion control mechanism, which is particularly
important when data is being stored for long periods
of time. We refer to this new protocol &STAR
(GeneralizedorageAwareRouting) [14].



GSTAR basicly combinesa link state protocol
with DTN capabilitieso support ad hgaisconnet:

ed and partitioned network conditions There are
three types of control messageshanged (1) link
probes, (2) flooded link statedweertisements (F
LSA), and (3) epideinally disseninated link state
advertisements (IDSA). Link probes allow nodes
to obtain both timesensitiveexpected transmission
time (ETT) values for adjacent links as well as a
rough idea of the connectivity pattemwith other
nodes F-LSAs allow nods within the same pait
tion as an adveder to obtain short term ETT, long
term ETT, and stage availability information about
the advetiser and its adjacent links. -C5As allow
al |l nodes, even t hosei
tion, to obtain gemal connectivity information
about the advesdgr.

All nodes periodically probe for neighbors, making a
note of which neighbors are currently available and
what the ETT (directly computed) for the links are.
Over time, they average the ETT values foingle
link and compute a Al
nodes ina partition periodically learn about ttre-
centshort termand long termETTs and avaible
storage via periodically flooded-IESA messges.
They also learn about general connectivitytgras
for the entire network via IDSA messages. Ther
fore, two graphs are created: (1) the irgatition
graph, where vertices are nodes within the partition
and edges have both a short and long term ETT va
ues associated with them, and (2) the Hpintition
graph where vertices are nodes in themoek and
edge weights are a itnig indicating the frequency or
likelihood of two nodes being in otact.

A
Long term ETT >> short term ETT Hysteresis
-> Expedited Forward region
(if downstream has enough
storage space) -
&
E '@‘6\ 3
£ ot ‘Q,Ql 7
= L9 e
> z )
2 < RO
%) < 7
c ‘((\ <<O
S & @
o 5
Long term ETT << short term
¢ ETT -> Store
Short term ETT

Figure 12: Store vs Forward Decision Space
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When a PDU arrives or is sourced, the router first
checks tle intrapartition graph to see if the destin
tion ID is a valid vertex. If it is, it will solely use
that graph to route the data. In this case, it viiH o
tain the shortest patith enough available space
using the short term link ETTs along the firsf
hops and the long term link ETTs after. Aftdr-0
taining a valid path, the router will then have to
make a decision to forward to the next hop on that
path, or store the data for later. This is done using a
threedimensional metric including: (1) shorerm
ETT over the path, (2) long term ETT over the path,
(3) exponentially weighted view of storage availabi
ity over the path. Proactive congestion control is
built into the metric. Figure 12 illustrates thstore

pa

If the desination ID is not found in the intra
partition graph, then the DTN graph is consulted. A
small set of nofoverlapping shortest paths arexco
puted. The goal is for a replica to make progress
along each of these paths; therefore, the router must
find, for each path, the furthest node on that path

0 n gsuch that inis still Withia its wtephartitien.graph akd |

has enough available storage. Replicas are trénsmi
ted to these nodes using the ifpatition graph
technique, and then stored there until the appaitgri
next hop is met. An illustration of how dataopr
gresses through a domain is found in Fig. 13.

A

| -

B’
D mNaD
()

Send along

DTN graph

Fig. 13: Data Progressing Through a DomairiJsing Router
Storage and DTN Routing Capabilities

D

Found on intra-
partition graph;
link quality is
bad so store

Progress
cannot be
made; store

Link quality
improved;
forward

Simulation and prototyping relisi obtained on
GSTAR so far[15] indicate that thestore/forward
decision making pocess allowed for a more robust,
higher throughput protocol compared to current
techniques- see for example, the ns3 simulation
based plot in Figre 14 showing increasesigod-
put achieved by GSTAR over storagegmented
link-state both sing hopby-hop transport; note that
gains relative to conventional TCP/IP are much
higher. Similar performance gains have bedn o
served with ORBIT experiments with ~PO node



access netorks with endpoint mobility and varying
channel quality12??7.
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Fig. 14: NS3 Simulation Results showing GSTAR Perio
mance vs. Basic Hofby-Hop/OLSR
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To conclude this section, we note that an additional
key component of thearchitecture is the inter
domain routing protocol currently under investig
tion. The interdomain protocol in MobilityFirst is
different from BGP because of the flat netwodk a
dress structure (i.e. no prefix) and the need to expose
some edge network quigliinformation in order to
support multhoming and multpath. In addition,
the use of GUIDs opens up the possibility of late
binding technigues in which the network addresses
for delivery can be dynamically updatéa reflect
disconnections or mobility. An approach called
edgeaware inteldomain routing is currently under
investigation along with an alternative tsier hier-
archical scheme, and will be reported on in future
work.

4. MoBILITY FIRST PROTOTYPE ONGENI

An early proofof-concept prototype of the
MobilityFirst architecture is currently under
development, and was first shown at the GENI
Engineering Conferene®2, Kansas City in Nov
2011. Thisinitial prototype issoftwarebased, and
the router elements abwiilt asClick modular router
[17] moduleswith GNRS and storagawarerouting
(GSTAR), and Hopprotocols implemented

The MobilityFirst protocol stack has also been
implemented for Linux and Android platforme
enable client accessThe stack includesGUID
service layerand a new set ofservice APlsthat
enable GUIBbased messagielivery (both unicast
and multicast) and GUID-basedcontent queryand
retrieval serviceoffered by the new protocol. The
Click-basedimplementation along with additional
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servicemodules is outlined in Fige 15. A two-
level abstraction with fagtathforwardingandblock
storageimplementedas Click elementswhile slow-

path processing (such as routing control and
management)is handed by userlevel processes
Store or forward decisions using GSTAR are taken
at the level of a PDlafter all data packets for the
PDU have been received from upstream node.
However, prior to a forwarding decision &iD-
based classifier determines if any additional
processing on the PDU such as content caching or
computeplane serices are required. Packets
requiring a slowpath service is handed to the
appropriate useevel process on the hosthe
classifier also sets aside PDUs that need a GNRS
resolution. Such PDUs are buffered until
corresponding NA(s) have been retrievedotigh

the name resolution service processnally, the
nexthop lookup determines if a packet is to be
forwarded or storetemporarily, the latteowing to
transientpath qualityissues or disconnections. PDUs
to be forwarded are segmented and transmitted,
whereas PDUs in hold buffer are -visited
periodically to force a forwarding action.

Name
Resolution

Compute
Services

Click

Forwarding Engine

x86 hardware and runtime

Fig. 15: Click Modulator Router Implementation

The experimental system prototyped and
demonstrated at GEL2 in Kansas City consists of
7 MobilityFirst core and access routesygead across
the US They connectwith two edge networks
(located at BBN, Cambridge, MA and WINLAB,
Rutgers, North Brunswick, NJ)through both
WIMAX BSS and WiFi access points fohost
mobile access. The network tdpgy is illustrated

in Figure 16, where access and core components are
separated into 7 networkSach of the networks host
a GNRS enabled router, and together form the
distributed name resolution service plane.



